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SUMMARY

An uncertainty analysis was conducted to determine the bias and precision
errors and total uncertainty of measured turbojet engine performance parame-
ters. The engine tests were conducted as part of the Uniform Engine Test Pro-
gram which was sponsored by the Advisory Group for Aerospace Research and
Development (AGARD). With the same engines, support hardware, and instrumenta-
tion, performance parameters were measured twice, once during tests conducted
in test cell number 3 and again during tests conducted in test cell number 4
of the NASA Lewis Propulsion Systems Laboratory. The analysis covers 15 engine
parameters, including engine inlet airflow, engine net thrust, and engine
specific fuel consumption measured at high rotor speed of 8875 rpm. Measure-
ments were taken at three flight conditions defined by the following engine
inlet pressure, engine inlet total temperature, and engine ram ratio:

(1) 82.7 kPa, 288 K, 1.0, (2) 82.7 kPa, 288 K, 1.3, and (3) 20.7 kPa, 288 K,
1.3.

In terms of bias, precision, and uncertainty magnitudes, there were no
differences between most measurements made in test cell numbers 3 and 4. The
magnitude of the errors increased for both test cells as engine pressure level
decreased. Also, the level of the bias error was two to three times larger
than that of the precision error.

INTRODUCTION

This report presents the NASA Lewis error assessment of the engine
performance parameters measured during the Uniform Engine Test Program (UETP)
which was conducted in the NASA Lewis Propulsion Systems Laboratory (PSL), in
test cell number 3 during 1981, and again, in test cell number 4 during 1985.
Errors, in terms of bias, precision, and uncertainty, are presented for
selected engine performance parameters measured at a target high rotor speed
and three representative test conditions agreed upon by the Working Group
sponsoring the UETP. Measurement system descriptions and a comparison of error
magnitudes between measurements in cell numbers 3 and 4 are also presented.




The Uniform Engine Testing Program is sponsored by the Propulsion and
Energetic Panel, Working Group 15, of the Advisory Group for Aerospace Research
and Development (AGARD). The program consists of testing two J57 turbojet
engines under identical conditions in a number of altitude and ground level
facilities in several NATO Countries (U.S.A., England, France, Canada, and
Turkey). The purpose of the program is to compare engine performance measure-
ments made in these various test facilities and to establish the reasons for .
any observed differences (ref. 1). Several factors can influence the observed
measurements. The main ones are as follows: (1) influence of the facility,
(2) degradation of engine performance with running time, and (3) facility -
measurement systems errors. For the NASA Lewis tests, the first two factors
were dealt with in references 1 and 2. The purpose of this report 1s to deal
with the third factor by presenting an uncertainty assessment of engine per-
formance parameter measurements made during tests conducted in the NASA Lewis
Propulsion Systems Laboratories, test cell numbers 3 and 4.

As agreed upon by the Working Group 15 members, the methodology of error
assessment followed in this report is that of reference 3. It assumes that
errors fall into two simple classes: bilas (or systematic) and precision (or
random). A single number representing the 1imit of error, or total uncertainty
is then defined as a combination of the bias and the precision errors. For
each class of error, several elemental errors caused by different sources in
the measurement process are combined to produce a single value for that class.
Sources of elemental errors include calibration, environment, data acquisition,
and data reduction. The propagation of each class of error into a performance
parameter 1s then accomplished by using Taylor's series as explained in detail
in reference 3.

To provide for a better understanding of the error assessment results, the
report will first present a description of the measurement systems and data
acquisition systems used in test cell numbers 3 and 4 of PSL. The error
results will then be presented as follows: (1) bias, precision, and uncertainty
of all measured variables (pressures, temperatures, speeds, areas, forces, and
fuel flows); (2) influence coefficients showing the effect of each measured
variable on performance parameters; (3) performance parameter biases, preci-
sions, and total uncertainties for measurements made in test cell numbers 3
and 4. The results are presented for three test conditions defined by the
following engine inlet pressure, engine inlet temperature, and engine ram
ratto: (1) 82.7 kPa, 288 K, 1.0 referred to hereilnafter as condition number 3;
(2) 82.7 kPa, 288 K, 1.3 referred to hereinafter as conrdition number 6, (3)
20.7 kPa, 288 K, 1. 3 referred to hereinafter as condition number 9.

MEASUREMENT SYSTEMS DESCRIPTION

Six measurement systems were employed during the Uniform Engine Testing
Program tests conducted in cells 3 and 4 of the NASA Lewis Propulsion Systems
Laboratory. They are force, fuel flow, pressure, temperature, speed, and area.
This section will present a brief description of each system and its calibra-
tion methods. All systems were the same for cells 3 and 4 except for the pres-
sure system which will be discussed for each cell separately.




Thrust Measurement System

Engine installation. - Figure 1(a) and (b) shows a J57 engine schematic
and the instrumentation locations, respectively. A schematic of a typical UETP
engine installation in the NASA Lewis Altitude Test Facility is shown in
figure 2. The installation was a conventional direct connection. The engine
was installed in a "doghouse" test stand mounted on the thrust bed. The bed
was suspended by four flexure rods attached to the chamber wall and was free
to move except as restrained by a dual load-cell measurement system that
allowed the thrust bed to be preloaded.

The test cell included a forward bulkhead which separated the inlet plenum
from the test section. Conditioned air flowed from the plenum through the
bellmouth into the inlet duct. A labyrinth seal was used to isolate the inlet
ducting from the bellmouth which was attached to the forward bulkhead. The
inlet ducting, which was mounted on the thrust bed, was mated to the engine
through an inflatable seal to minimize loading on the engine front flange.
Cell-cooling air was supplied through a manifold supported by the forward
bulkhead.

Cell-cooling air and engine exhaust gases were captured by a collector,
which extended through the rear bulkhead, thereby minimizing the possibility
of exhaust gas recirculation into the test cell.

The two test cells at NASA Lewis where UETP engine tests were conducted,
referred to hereinafter as PSL-3 and PSL-4, are of the same physical size -
7.315-m (24-ft) diameter by 11.582-m (39-ft) long. The only difference between
the two cells is the distance between the cell center 1ine and the thrust bed,
that distance is 3.345 m (6 ft) for PSL-3 and 1.219 m (4 ft) for PSL-4.

Method of calculation. - Net thrust is calculated as follows:
FN = FG - WAl * V,

where

FG gross thrust

Vo free stream velocity

WAl airflow rate at station 1

WAl * Vo ram drag
(A complete symbol 1ist 1s given in appendix A.) Gross thrust was calculated
by using the steady-state conservation of axial momentum principle: the summa-
tion of all axial forces acting on a control volume is zero. This leads to the
following equation with the control volume shown in figuie 3:

FG = FM - FP + F1 + FSEAL + FTARE + FDAP + FD + FBOAT
where

ABOAT exhaust nozzle boattail area




ASEAL labyrinth seal area

AWET wetted area between plane at start of inlet ducting and plane at
station 1

CF flat plate drag coefficient at zero angle of attack

FBOAT exhaust nozzle boattail drag force, ABOAT * (PBOAT -~ PAMB). During

all tests PBOAT was made equal to PAMB in the calculations program.
Test data show this force to be of negligible magnitude.

FD force caused by flow on the inside diameter between the labyrinth
seal inlet plane and airflow measurement plane:
GAM1 * CF * PS1 * M1 * AWET/2

FDAP force caused by flow through the labyrinth seal and test cell
(cooling air), calibrated force

FM force measured by force load cell, average of two bridges

Fp force measured by preload load cell, average of two bridges

FSEAL pressure forces acting on the labyrinth seal area,

ASEAL * (PSEAL - PAMB)

FTARE force caused by thrust stand support and service systems, calibrated
force

F1 total momentum at inlet plane, WAT * V1 + Al * (PS1 - PAMB)

GAMI] specific heat at station 1

Ml Mach number at station 1

PAMB ambient pressure

PSEAL average static pressure at station 0.1 and 0.2

PBOAT average static pressure at station 0.4

PS1 average static pressure at station 1

Vi velocity at station 1

Calibration. - The following calibrations were performed for each engine
test program:

(1) Load cells were calibrated against standards traceable to the National
Bureau of Standards (NBS). This calibration was performed prior to and after
the completion of each UETP entry.

(2) Electrical calibrations of the load cells were performed prior to each
test run. Preand post-test run calibration data (zeros and full scales) were
recorded at sea level and altitude conditions.




(3) Test stand force calibrations were conducted to determine force
(FTARE) caused by thrust stand support and service systems (fuel and instru-
mentation 1ines). Calibration procedure consists of applying loads, through
the preload system, to the test stand with all service 1ines pressurized and
engine airflow and test cell cooling air off. In equation form

0 0 0 0 0 0

e

FG = FM - FP + F1 + FTARE + FDAP + FSEAL + FD + FBOAT
and FTARE = FP - FM

where F1, FG, FDAP, FSEAL, FD, and FBOAT are all zero because there is no
engine airflow or pressure forces during this calibration. One example of J57
caiibration data in PSiL-4 is shown in figure 4.

(4) Test facility flow calibrations were conducted to determine force
(FOAP) caused by flow through the labyrinth seal and test cell (cooling air).
Calibration procedure consists of blanking-off the inlet duct downstream of the
labyrinth seal (fig. 5(a)) then pressurizing the duct and flowing air through
the seal and test cell (cooling air) and measuring the resultant forces. In
equation form

0 0 0 0
Fﬁ/j'FM - FP + F1 + FTARE + FDAP + FSEAL + FD + FBOAT
and
FDAP = FP - FM - F1 - FTARE - FSEAL

where FG, FD, FBOAT are all zero because there is no engine airflow.
Instrumentations used for this calculation (PS1, PSEAL) are shown in

figure 5(b) and (c), respectively. An example of J57 calibration data in PSL-4
is shown in figure 6.

Fuel Measurement System

Description. - A schematic of the fuel system 1s shown in figure 7. Fuel
s stored in four 25 000-gal supply tanks. The tanks were located approxi-
mately one quarter of a mile from the facility building. Fuel was pumped from
the supply tanks to the test facility building. Two stations, one outside the
test building and one inside the test cell were available for fuel pressure
regulation. A fuel accumulator was installed close to the engine to allow for
smoother engine transients.

The facility fuel flow measurement system consists of dual range (high and
low range) sets (one set = 2 flow meters) of turbine flow meters and a control
valve. The control valve was automated and functioned in the following manner:

(1) Open position: fuel will pass through the high range flow meters
only.




(2) Closed position: fuel will pass through the high range and the low
range meters.

Method of calculation. - The following equation was used to calculate
fuel flow:

WF = WFX * W * SGB0 * [1 + CEX (288.7 - TWF)] * (1/K)

where

SG60 fuel specific gravity at 288.7 K as determined by NASA Lewis Chemical
Laboratory

CEX fuel expanston factor

TWF fuel temperature

WFX meter frequency

K meter calibration factor, a function of WFX/v

v fuel viscosity as determined from equation given in the UETP General
Test Plan (ref. 4)

w water density at 288.7 K

Calibration. - Fuel measurement system, fuel meter and appropriate length
of piping, is calibrated by using a standard traceable to NBS. The method of
calibration, gravimetric flow calibration, is the same as that described in
deta’l in reference 3, Section 4.2.1.2. Calibrations were performed prior to
and at the completion of each UETP entry. The calibration fluid used was
water. Repeatability data were obtained at 80 percent and 10 percent of range.
Typical calibration run data are shown in figure 8.

Pressure Measurement System

PSL-3 system description and calibration. - Figures 9(a) and (b) show
schematics of PSL-3 pressure scanivalve system and its transducer calibration
system respectively. The Scanivalve system (fig. 9(a)) consists of a Scani-
valve module, which accepts 24 pressure inputs; a stepper motor to advance the
Scanivalve module from port to port; a channel encoder driven in parallel with
the Scanivalve module to provide output code for each of the positions (1 to
24); a strain gauge transducer; and a control box (not shown in fig. 9(a)),
which housed the control electronics and the input/output interface. The
valves were located outside the test cell approximately 15.24 m away from
engine pressure measurement sources during the UETP tests. The system was
stepped at a rate of six ports/sec. Double porting of some pressure sources
measured on the same scanivalve was used to eliminate possible errors because
of settling time. Each valve utilized two ports each for a low and high
reference caiibration pressures. Depending on pressure level, Mansfield and
Green dead weight system, or a vacuum source (measured by a Digiquartz trans-
ducer) were used as sources for the calibration pressures. Each time a valve
was cycled, the pressure at each port was calculated as follows:




Px = LRVAL + (HRVAL - LRVAL) * PAMV
(HRMV - LRMV)

where

Px unknown pressure

LRVAL low reference source pressure as determined by Digiquartz transducer
HRVAL high reference source pressure as determined by calibration weights
LRMV Tow reference port miliivolts

HRMV high reference port millivolts

PXMV unknown pressure port millivolts

The Digiquartz transducers and the Mansfield and Green dead weight system
were periodicaily calibrated against a standard traceable to NBS.

PSL-4 system description and calibration. - A functional diagram of the
pressure system used in PSL-4 is shown in figure 10. The major components of
the system are: system controller, data acquisition and control unit (DACU),
pressure calibration unit (PCU), and sensor modules. The system controller
interfaces the user to the DACU. Its main purpose is to program the DACU and
direct data flow within the system. The DACU 1s a rack-mountable device which
provides control and data acquisition functions for up to 512 pressure channels
of sensors modules. An 8-bit microprocessor executing firmware programs con-
trols the DACU. The DACU interfaces with the PCU and sensors through twisted
pair instrumentation cables. Sensors are contained in the sensor modules and
are connected to engine probes through tubing of 0.3175-cm diameter and maxi-
mum length of 15.24 m. The PCU consists of pneumatic valving and high accuracy
quartz pressure transducers. The DACU, through the PCU, first pneumatically
switches the sensors into the calibrate position, then applies three calibra-
tion pressures to all transducers in each pressure range. At each pressure,
the electrical response of each transducer 1s measured. The calibration data
can then be reduced by the DACU and a characteristic equation of the form shown
below is generated for each transducer:

Px = Co + C1 * Vx + C2 * Vx2
where
Co offset coefficient
1 sensitivity coefficient
€2 nonlinearity coefficient
Vx voltage reading at Px

Px  unknown pressure to be measured



Settling time between application of the calibration pressure and measurement

of transducer outputs was 8 sec. Updating transducer coefficients (performing
new calibration) could be done on command or automatically every 20 min. The

quartz transducers were calibrated against standards traceable to NBS prior to
and at the completion of each UETP entry.

Temperature Measurement System

A schematic of the temperature measurement system is shown in figure 11.
Special grade type-K thermocouple wires were used in all facility and engine
temperature probes. The extension wires and connectors were also made from
nominal grade type-K thermocouple wires. The reference junctions were con-
nected to ovens capable of maintaining the junction temperatures at constant
level (338.7 K). The oven temperatures were recorded, using an ice point
reference system, each time a scan was made. The ovens and the ice reference
were periodically checked and maintained.

Speed Measurement System

Speed was measured by using tachometer generators which produce sine wave
voltage output. Pulses were directly counted over a period of 1 sec with
15-bit-wide digital counters.

Area Measurement System

Diameter measurements were made with a micrometer which was accurate to
0.00254 cm (0.001 in.).

DATA ACQUISITION AND REDUCTION SYSTEMS
First Entry (PSL-3)

A schematic of the steady-state data acquisition, recording, display, and
reduction system used in PSL-3 during the UETP tests is shown in figure 12.
Electrical signals from all sensors were conditioned, except for temperature
sensor outputs which were routed to reference ovens, prior to routing them to
the data acquisition systems. Speed and fuel flow signals (sine wave) were
reshaped by the frequency converter equipment to produce sharply defined square
pulses which are easier to count. Pulse signals were then sent to the digital
data acquisition system which consisted of several precision electronic
counters. Force and pressure signals were passed through special strain-gauge
signal conditioners which also supplied the required excitation voltage for the
sensor's strain-gauge bridges. Temperature, pressure, and force signals were
sent to the analog data acquisition system, which consisted of several ampli-
fiers and analog to digital converters. Digital output from all channels of
the data acquisition systems were then sent to the facility computer (SEL8600).
The computer performed the functions of raw data recording on magnetic tape and
on-line data processing and display. The magnetic tape data were sent to an
IBM 3033 central computer system for batch processing. Final processed data
were available on magnetic tape, microfiche, or as line printer output.

For the first entry tests, the total scanning period per reading was
20 sec. During this period, 20 scans of data from each input channel were




acquired and recorded at a rate of 1 scan/sec. Each scan of an input channel
was converted to engineering units before all 20 scans were averaged to produce
a single reading. During each data scan, 100 msec were used to digitize all
input channels (480 channels). Table I presents a complete data acquisition
time summary describing all functions performed during a scan.

With the exception of pressure sensors, all other instruments remained at
their respective positions (sensors were not exercized between load and 29-load
positions each time a scan was taken) during the total scanning period resuit-
ing in only one instrument dwell per reading. Because of the calibration
method used for the Scanivalve pressure system, its sensors were exercized five
times during the total scanning period. The number of instrument dwells
affects the instrument precision error by reducing it by an amount proportional
to the reciprocal of the square root of the number of dwells. This number is
different from the number of scans per reading. Scans were obtained at a con-
stant instrument position.

Second Entry (PSL-4)

A schematic of the steady-state data acquisition, recording, display, and
reduction system used during UETP second entry tests is shown in figure 13.
The equipment used to condition and route the speed, fuel flow, temperature,
and force signals to the data acquisition systems were the same as in PSL-3.
The pressure measurement system was changed to an electronic scanning pressure
system as described in the previous section. Raw data from the digital and
analog data acquisition systems and engineering units data (pressure) from the
electronic scanning pressure system were transferred through the PDP11 computer
(located in the test facility) to the VAX computer (located in the central
computer building). The VAX computer provided on-1ine conversion to engineer-
ing units, calculation of performance parameters, and transfer of processed
data back to the PDP11 computer for 1imit checking and CRT displays at the
facility. The VAX computer also transferred engineering units data to a cen-
tral computer for final data reduction and analysis.

During the second entry tests, the total scanning period per reading was
30 sec. During this period, 20 scans of data from each input channel were
acquired and recorded at a rate of one scan per 1.5 sec. One scan from each
channel consists of one frame of data except for pressure channels where one
scan consists of the average of four frames obtained at a rate of one frame
every 0.024 sec. FEach channel's 20 scans were first converted to engineering
units and then averaged to produce a single value for the reading. Two
hundred- f1fteen mi11iseconds were used to acquire all the data (480 channels)
during each scan. Table Il presents a complete data acquisition time summary
describing all functions performed during a scan. In terms of instrument
dwells, all sensors remained at their respective positions during the total
scanning period resulting in one dwell per reading.

A summary of the pertinent data acquisition parameters is given in
table II1. Table III 1ists, for each measured variable, the total number of
probes, the total scanning period, the number of scans per reading, and the
number of instrument dwells per reading.




MEASUREMENT UNCERTAINTY METHODOLOGY

The process used in this report for determining measured performance
parameter errors is based on the method specified in the UETP General Test Plan
(ref. 4) and follows the approach of reference 3. The method involves the
following steps:

(1) Determination of all elemental errors, both biases and precisions, for
each measured variable involved in a performance parameter calculations. These
errors will be referred to hereafter as:

byy = 1th elemental bias error for the jth measured variable 1n
percent of reading

sS4y = 1th elemental precision error for the Jth measured variable
in percent of reading

(2) Determination of total bias and precision errors for each measured

variable as follows:
VZ“’U’2
1
h| 1 13

By total bias for the jth measured vartable in percent of reading

[ Y
[}

where

Sj total precision for the jth measured variable in percent of reading

(3) Determination of total uncertainty for each measured variable in
percent of reading

Uj =i(Bj +t95*SJ)
where
Uj total uncertainty for the jth measured variable in percent of reading
t95 ninety-fifth percentile point for the two-tailed Student "t"

distribution and is a function of the degrees of freedom used to
calculate SJ. A value of 2.0 was chosen in this report.

(4) Determination of each performance parameter influence coefficients.
These coefficients, defined in reference 3 as the partial derivatives of the

performance parameter with respect to each measured variable, were estimated
in this report by calculating the percent change in a performance parameter
(AG) because of a 1 percent change in a measured variable (AX). This was done
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by perturbing by 1 percent each measured variables in the UETP data reduction
program. These coefficients will be referred to hereinafter as aAG/AX.

(5) The final step is the propagation of the measured variable errors to
each performance parameter by using the Taylor's series formula (ref. 3)

2 2
AG AG
05 -y (2 + ) N )
1 J
2 2
AG_ AG
sy s) v (8 +s)

The total uncertainty is then calculated as

Ug = Bg + 2 * Sg

Bg performance parameter bias error, percent of reading
Sg performance parameter precision error, percent of reading

Ug performance parameter uncertainty, percent of reading

AG change in the performance parameter (G) due to 1 percent change in
AXJ the jth measured variable (Xj)

Bj total bias error of the jth measured variable

Sj total precision of the 3TN measured variable

RESULTS AND DISCUSSION

An error analysis was conducted to determine the bias, precision, and
uncertainty of measured J57 turbojet engine performance parameters. With the
same engine, performance parameters were measured twice, once, during tests
conducted in test cell number 3 and again during tests conducted in test cell
number 4 of the NASA Propulsion Systems Laboratory. The tests were conducted
as a part of the UETP program which was sponsored by AGARD. The analysis
covered 15 performance parameters measured at a high rotor speed of 8875 rpm
at three engine flight conditions referred to as test condition 3 (P2 =
82.7 kPa, T2 = 288 K, P2/PAMB - 1.0), test condition 6 (P2 = 82.7 kPa, T2 =
288 K, P2/PAMB = 1.3), and test condition 9 (P2 = 20.7 kPa, T2 = 288 K,
P2/PAMB = 1.3). The results are discussed in terms of the measured variable
errors in appendix A and table IV, the performance parameter influence coeffi-
cients as presented in table V, and the performance parameter errors (bias,
precision, and uncertainty) as presented in table VI.

Appendix B presents an error audit for variables as they were measured in
PSL4. A similar audit was performed for the same measured variables during
tests in PSL3. The audit was initiated and developed by AEDC and was finalized
by the North American participants in the UETP program (NRC, AEDC, NASA,

11




NAPC). It consists of three parts for each of the six measurement systems
(force, fuel flow, pressure, temperature, speed, and area). The first part is
an elemental error source description. The second is the error source evalua-
tion which 11sts elemental error source (by and sy), test condition

(numbers 3, 6, and 9), the absolute value of the magnitude of the error for
each measured variable, and comments about the method used to determine the
error. Also included as part of the evaluation is a 1ist of measured variables
total bias, precision, and uncertainty, calculated as described in the previous
section. The third part 1s an elemental error source diagram (figs. B-1 to
B-6). In general, the data in this appendix indicate no consistency in the
type of major contributors to the total bias between the six measurements. For
example, the magnitudes of the force measurement system elemental biases, in
descending order, are as follows: b20 (calibration data curve fit), bl
(standard laboratory calibration), and b19 (channel measurement error). How-
ever, the magnitudes for the temperature measurement system, in descending
order, are as follows: b1 (standard laboratory calibration), b2 (reference
system), and b7 (measurement channel). In terms of the elemental precision
errors, no one source is dominant since actual post test data were used to
calculate the precision resulting from a combination of sources.

Table IV summarizes the results of the error evaluation for all required
variables as they were measured in PSL-3 and PSL-4. The table consists of two
main columns: measured varlables and errors. The first column 1ists the name
of each measured variable and its nominal value, as measured in PSL-3 and PSL-4
for each test condition at a high rotor speed of 8875 rpm. The second column
1ists, for PSL-3 and PSL4, total bias, total precision, and total uncertainty
for each measured variable at each test condition. There were 22 measured
variables 1f the fuel Tower-heating value (LHV) is included. A fuel analysis
done at NASA Lewis supplied one value for the LHV error. Precision and bias
were calculated by using the assumption of uniform error distribution as
described in reference 3.

The errors listed in table IV are the same as those 1isted in appendix B,
(PSL-4) except that here they are given in percent of reading. Also, the pre-
cision errors were reduced, from those shown in appendix B, by the reciprocal
of the square root of the number of probes used to average each measured var-
jable. However, the number of scans per reading (20) was not used in a similar
fashion, since the majority of the instrument systems were not exercised each
time a scan was taken (1.e., only one dwell per reading). In general, the
data in this table show that (1) measured variable error levels in PSL-3 and
PSL-4 were comparable (except for PS7 and P7), (2) error levels increased sig-
nificantly for test condition 9 (low pressure levels) because of the assumption
of constant absolute levels of elemental errors over the complete range of a
measurement system, and (3) bias errors are two to three times higher than
precision errors.

The influence of the measured variables on each performance parameter is
given in terms of the influence coefficients presented in table V. The table
consists of two main columns, measured variables, and performance parameter
Anfluence coefficients. The first column 1ists the name of the measured
variables, the test cell, and the test conditions. The second column 1ists
the influence coefficients (aG/aX) for the 15 performance parameters. It is
apparent from this table that level and sign of these coefficients, for any
performance parameter, were comparable between test cell numbers 3 and 4.
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However, for FN, SFC, FNRD, and SFCRD, both the level and sign changed from
condition 3 to condition 6 or 9, regardless of test cell, for some measured
variables. For example, for PSL-3, the influence coefficient of the perform-
ance parameter FN, because of the measured variable P1, went from

+2.086 percent for condition number 3 to +0.834 and +0.805 percent for condi-
tion numbers 6 and 9, respectively. Aiso, the coefficients of PS1 for SFC went
from 0.703 percent for condition number 3 to -0.396 and -0.465 percent for
condition numbers 6 and 9, respectively. The reason for these changes is due
to the change in engine ram ratio from 1.0 for condition number 3 to 1.3 for
condition numbers 6 and 9, thereby resulting in different changes in the FN
term of WAl * Vo (ram term).

The most valuable information that can be extracted from this table is the
sorting out of the measured variables of a performance parameter in terms of
the magnitude of their influence on the parameter. For example, the measured
variables which caused the most influence on FN for PSL-3, condition number 3
are, in descending order: P2 (4.724), PAMB (2.77), P1 (2.086), FS (0.915),

PS1 (0.697), PBOAT (0.613), Al (0.099), PSEAL (0.036), TAIR (0.031), T2
(0.027), ASEAL (0.013), TM1 (0.002).

Following the methodology described in the previous section, measured
variable errors were propagated to the performance parameters through the
influence coefficients with the results given in table VI. This table consists
of two main columns: performance parameter and errors. The first lists the
name of the performance parameter, the test cell, and the test conditions, the
second 11sts, in percent of the nominal value of the performance parameter, the
total bias, the total precision, and the total uncertainty. The data in this
table show the following:

(1) For most performance parameters at a given test condition, error
levels, bias, precision, and uncertainty, were comparable between measurements
made in test cell numbers 3 and 4.

(2) For any performance parameter at either test cell, error levels
increased significantly as test conditions were changed from numbers 3 or 6 to
9 because of a decrease in pressure levels.

(3) For any performance parameter, the total bias error was two to three
times higher than total precision error.

(4) There were insignificant differences in errors between corrected and
uncorrected airflow, net thrust, and specific fuel consumption.
CONCLUSIONS
As a requirement of the UETP, NASA Lewis performed an uncertainty analysis
of engine performance parameters as measured in the Lewis Propulsion Systems
Laboratory. A summary of the results of that analysis is as follows:
1. As a result of the UETP, a measurement uncertainty methodology was

developed which makes the NASA Lewis results comparable to those generated by
the other facilities which participated in the UETP.
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2. Most engine performance parameter measurements in the NASA Lewis
Propulsion Systems Laboratory test cell numbers 3 and 4 had the same error
levels in terms of bias, precision, and uncertainty.

3. As a percent of reading, performance parameter error levels increased
with decreasing pressure.

4, Performance parameter bias error levels were two to three times higher
than those of precision errors.

5. For net thrust, the measured variables having the greatest influence,
in descending order, are as follows: P2, PAMP, P1, FS, PS1, PBOAT, A1, PSEAL,
TAIR, T2, ASEAL, and TM1.

‘6. There were insignificant differences in error between corrected and
uncorrected airflow, net thrust, and specific fuel consumption.
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ABOAT
AS
ASEAL

AWET

Al
A7

A8

CF
CG8
Co
cvs
a1

C2

D1
FBOAT
FD

FDAP

APPENDIX A - SYMBOLS

exhaust nozzle boattail area, (A7 - A8), m2
area at inlet duct Labyrinth seal, m?
labyrinth seal area, (AS - Al), me

wetted area between plane at start of inlet ducting and plane at
airflow measuring station, « * D1 * L1, m@

area at engine inlet airflow measurement plane, me

area at exhaust nozzle inlet plane, me

area at exhaust nozzle exit plane, ml

the G performance parameter total bias, percent

total bias for the Jth measured variable, percent

1th elemental bias error for the jth measured variable, percent
fuel expansion factor

station 8 (plane of engine exhaust nozzle exit) flow coefficient based
on facility airflow rate measurement

flat plate drag coefficient at zero angle of attack

exhaust nozzle thrust coefficient

offset coefficient

exhaust nozzle velocity coefficient

sensitivity coefficient

nonlinearity coefficlent

diameter at station 1 airflow measuring station, m

pressure force on exhaust nozzle boattail, ABOAT * (PBOAT - PAMB), N
force caused by flow on the inside diameter between labyrinth seal
inlet plane and facility airflow measurement plane,

GAM1 * CF * PS1 * M) * AWET, N

calibrated force caused by flow through the labyrinth seal and the
test cell, N
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FG
FM
FN
FNRD
FP

FS

FSEAL
FTARE

1

GAMY
GPM

HRMV

HRVAL

LRV

LRMV

LRVAL

L1

NH
NHRD
NL
NLRD
PAMB

PBOAT

engine gross thrust, N

faci1ity thrust bed force measurement, N

engine net thrust, N

engine net thrust referred to desired conditions, N
facility thrust bed preload force measurement, N

faci1ity thrust bed scale force measurement,
FM - FP + FTARE + FDAP + FD, N

pressure force on labyrinth seal area, ASEAL * (PSEAL - PAMB), N
calibrated force caused by thrust stand support and service system, N
engine inlet total momentum, WAl * V1 + Al (PS1 - PAMB), N

general notation for performance parameters

specific heat at station 1

gallons per minute

mechanical scanivalve system high reference pressure port millivolt
output

mechanical scanivalve system high reference port pressure, kPa
fuel meter calibration factor, cycles/gal
fuel lower heating value, J/N

mechanical scanivalve system low reference pressure port millivolt
output

mechanical scanivalve system low reference pressure port pressure, kPa

length between inlet of labyrinth seal and facility airflow measuring
planes, m

high-pressure compressor speed, rpm

high-pressure compressor speed referred to desired conditions, rpm N
low-pressure compressor speed, rpm

low-pressure compressor speed referred to desired conditions, rpm

ambient pressure, kPa

average static pressure at station 0.4, kPa
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PSI1
PS7
PS7Q2
PSEAL
Px
(Px)mv
P1

P2

P7
P7Q2

SFC

TAIR
™1
™7
TWF
T2
T1
T17Q2
t95

Ug

Vo

average static pressure at station 1, kPa

average static pressure at station 7, kPa

PS7/P2

average static pressure at station 0.1, 0.2, kPa

unknown pressure to be measured by pressure measurement system
unknown pressure port millivolt output

average total pressure at facility airflow measuring plane, kPa
average total pressure at station 2, kPa

average total pressure at station 7, kPa

P1/P2

engine specific fuel consumption, g/N s

SFC referred to desired conditions, g/N s

fuel specific gravity at 288.7 K

the G performance parameter total precision, percent

total precision for the jth measured variable, percent

jth elemental precision error for the jth measured variable, percent
average total temperature at station 0, K

average metal temperature at station 1, K

average metal temperature at statton 7, K

average fuel temperature, K

average total temperature at station 2, K

average total temperature at station 7, K

T1/72

95th percentile point for the two-tailed student "t" distribution
the G performance parameter total uncertainty, percent
uncertainty for the Jth measured variable, percent

free stream velocity, m/sec
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Vx

V1

WA
WATRD
WF
WFRO
WFX

voltage at Px
velocity at station 1, m/sec

water density, g/gal

airflow rate at station 1, kg/s

airflow rate referred to desired conditions, kg/s

engine fuel flow rate, g/s

engine fuel flow rate referred to desired conditions, g/s

fuel flow, meter output, Hz
a random measured variable

change in parameter
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APPENDIX B - PSL-4 ERROR AUDIT
Elemental Error Source Description for Force Measurement System

Error Type Error Description

by S Error from standard lab calibration of load cells, including
traceability to national standards

by $2 Error due to misalignment between the engine force vector and
the force vector measured by the data load cell train

b3 s3 Error due to shift in load cell calibration caused by
attachement of adaptors and flexures

ba Sq Error due to pressurization of the labyrinth seal

bg ss Error caused by the measurement of the forces on an axis
different from the engine centerline

be S6 Error due to the system hysteresis

by $7 Error due to the system nonrepeatability, as determined by
repeated calibration both pre- and post-test

bg sg Error due to the system nonlinearity

bg sg Error due to the effect of changes in cell pressure on the load
cell

byg $10 Error due to the effect of changes in cell pressure on the test
cell wall which is the thrust system ground

b1y S11 Error due to the effect of changes in 1ine pressure on the tare
forces exerted on the thrust measurement system by propeliant
1ines, etc., routed to the engine

by2 $12 Error due to the effect of a change in temperature on the load
cell

by3 $13 Error due to the effect of changes in temperature on the tare
forces exerted on the thrust measurement system by 1ines routed
to the engine

bya $14 Error due to thermal growth of the thrust stand

bysg $15 Error due to inlet air ram effects on sea level test stands

bie 516 Error due to secondary airflow external drag effects on engine
surface and service lines
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Error Type Error Description

b1y $17 Error due to the effect of vibration on the load cell
big $18 Error due to the effect of vibration on the thrust stand

byg $19 Error from signal conditioning, shunt caitibration, and digital
system

b2o $20 Error from curve fit of calibration data

b2y $2] Error associated with the ability to determine a time interval
when the data varies due to plant or engine instability
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TABLE B-I.

- ELEMENTAL ERROR SOURCE EVALUATION FOR FORCE MEASUREMENT SYSTEM

[Measured variables, scale force (FS); range, condition 3, 6, 9 at NH = 8875 rpm.]

(a) Elemental errors

Source Magnitude, N (1bf) Commentcg
Condition 3 | Condition 6 | Condition 9

b1 +22.7(5.1) +22.7(5.1) +22.7(5.1) | Estimated from traceability information and standard

sl +8.0(1.8) +8.0(1.8) +8.0(1.8) | laboratory calibration data

b? (a) (a) (a) Negligible error; based on engineering estimate that

s2 alignment between engine center l1ine and load cell
measurement centerline is accurate

b3 (a) (a) (a) Estimated based on load cell calibration repeatability

s3 inciuding pre- and post-test calibration; included in
s19

b4 0(0) 0(0) 0(0) Estimated from test facility flow calibration data,

s4 +25.8(5.8) +27.6(6.2) +17.8(4) these data are obtained to determine forces caused by
flow through the labyrinth seal and test cell
(cooling air). Calibration test consists of blanking
off the inlet duct downstream of the labyrinth seal,
flowing air through the seal and the test cell, and
measuring the resultant forces. O0Oata are obtained at
inlet and cell pressures corresponding to each test
condition.

b5 (a) (a) (a) Negligible error; design considerations of thrust bed

s5 and support system reduce error to negligible
magnitude

b6 0(0) 0(0) 0(0) Estimated from test stand force calibration data

sb $13.3(3) +13.3(3) +13.3(3) which are obtained to determine forces caused by
thrust stand support and service systems.
Calibration tests are conducted before engine starts
and after engine shutdowns at sea level and altitude
conditions; thus making this error a combined value,
accounting for error source 6, 7, 8, 10, 11, 13,
and 14.

b9 0(0) 0(0) 0¢0) Estimated from electrical calibration data obtained

s9 +8.9(2) +8.9(2) +8.9(2) to determine environmental effects on load cells,

which are vented to cell pressure and water cooled.
Calibration data are obtained before engine starts
and after engine shutdowns at sea level and altitude
conditions; thus making this error a combined value
accounting for error source 9 and 12.

dMagnitude = 0 N (1bf).
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TABLE B-1. - Continued.
Source Magnitude, N (1bf) Comments
Condition 3 | Condition 6 | Condition 9
b15 (a) (a) (a) Not applicable
s15
b16 (a) (a) (a) Included in s4
slé
b17 (a) (a) (a) Negligible error; 1 Hz filters installed in load cell
s17 measurements channels.
b18 (a) (a) (a) Negligible error
s18
b19 | +17.8(4) +17.8(4) +17.8(4) Estimated from data system specifications and NASA
s19 24.9(5.6) +24.9(5.6) 24.9(5.6) Lewis UETP data by using the method described in
reference 3, appendix C
b20 | +62.3(14.0)| +62.3(14.0)| +62.3(14.0) | Estimated as the root-sum-square of differences
s20 0(0) 0(0) 0(0) between curve fit and calibration data
b21 (a) (a) (a) Negligible error; 1 Hz filters and data averaging
s21 (a) (a) (a) reduce error to negligible magnitude. Each data
point consists of the average of 20 samples taken at
a rate of one sample every 1.5 sec.
(b) Total errorsb
Condition Error, N (1bf)
Total system | Total system | Total system
bias, precision, uncertainty,
B S u
3 68.6(15.4) 40.1(9.0) 148.8(33.4)
6 68.6(15.4) 41.3(9.3) 151.2(34.0)
9 68.6(15.4) 35.5(8.0) 139.6(31.4)
aMagnitude = 0 N (1bm).

brotal system bias, B =‘kb1)2 + (b19)2 + (b20)2 ; total system precision,

S =‘/(s1)2 + (s8)2 + (s6)2 + (s9)2 + (s19)2 ; total system uncertainty, U = + (B + 2 * S).
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FIGURE B-1.- £LEMENTAL ERROR SOURCE DIAGRAM FOR FORCE MEASUREMENT SYSTEM.
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Elemental Error Source Description for Fuel Flow Measurement System

Error Type Error Description

by sl Error from standard lab calibration of flowmeter, including
traceability to national standards

bs $2 Error due to the effect of cavitation caused by insufficient
static pressure within the flowmeter

b3 s3 Error due to the effect of turbulent flow caused by sharp bends,
etc. upstream of the flowmeters

by S4 Error due to the effect of orientation differences from
calibration to application

bg S5 Error from determination of calibration fiuild specific gravity,
viscosity, and matching these to the characteristics of the test
fluid to be used

bg Y Error due to the flowmeter nonrepeatability from repeat
flowmeter calibration, including difference between pre- and
post-test calibrations

by $7 Error from the effect of ambient temperature changes on the
f Towmeter

bg sg Error in the determination of test fluild viscosity

bg Sg Error in the determination of test fluid specific gravity

b1o s1j0 Error from the effect of vibration on the flowmeter

b1y s77  Error from the effect of ambient pressure changes on the
f lowmeter

by2 s12 Error associated with the ability to deterinine a representative
value over a specified time interval when the data are varing
due to fuel pressure or engine instability

b13 s13 Error from signal conditioning calibration oscillator and
digital system

by4 s14 Error from curve fits of calibration data and fluid property

correction
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TABLE B-TI. - ELEMENTAL ERROR SOURCE EVALUATION FOR FUEL FLOW MEASUREMENT SYSTEM

[Measured variables, facility fuel flow (WF); range, condition 3, 6, 9 at NH = 8875 rpm.]

(a) Elemental errors

bTotal system bias, B =‘/(m)2 +(b7)2 + (b9)2 + (b13)2 + (b14)2 ;

S =‘/(sl)2 + (s13)2

Source Magnitude, g/s (1bm/hr} Comments
Condition 3 | Condition 6 | Condition 9
b1 0.55(4.4) 0.55(4.4) 0.16(1.3) | Estimated from calibration traceability information
sl .10(.80) .10(.80) .02(.20)
b2 (a) (a) (a) Negligible error; fuel pressure is kept high enough to
s2 prevent cavitation
b3 (a) (a) (a) Negiligible error; fuel flow measurement pipe upstream
s3 and dowstream straight sections are greater than
20 diameters in length
b4 (a) (a) (a) Negligible error; fuel flow measurement pipe calibra-
s4 tion and ingstallation orientaticons are the same
b5 (a) {a) (a) Negligible error; water is used as calibration fluid.
s5 Corrected frequency (f/v) is used to determine K-factor
b6 (a) (a) (a) Shift in meter K-factor between pre- and post-calibra-
s6 tion included in s13
b7 .83(6.6) .25(2.0) .50(4.0) | Estimated by using ISA procedure for calculating error
s 0(0) 0(0) 0(0) introduced by dimensional changes due to differences
in operating and calibration temperatures
b8 (a) (a) (a) Nigligibte error; viscosity determination method is the
s8 same for all test facilities
b9 .94(7.5) .94(7.5) .28(2.2) | Based on NASA Lewis chemical lab estimate of specific
s9 0(0) 0(0) 0(0) gravity error and estimate of fuel temperature error
b10 (a) (a) (a) Negligible error
s10
b11 (a) (a) (a) Negligible error
s
b12 (a) (a) (a) Negligible error; data averaging reduce error to
s12 negligible magnitude. Each data point consists of
the average of 20 samples taken at a rate of one
sample every 1.5 sec.
b13 .50(4.7) .50(4) L13(T) Estimated from channel specifications data and NASA
s13 1.57(12.50) 1.57(12.5) .79(6.30) | Lewis UETP data by using the method described in
reference 3, appendix C
b14 2.78(22.1) 2.78(22.1) .B3(6.60) | Estimated as maximum difference between curve fit and
s14 0(0) 0(0) 0(0) calibration data
(b) Total errorsP
Condition Error, g/s (ibm/hr)
Total system | Total system | Total system
bias, precision, uncertainty,
B S U
3 3.1(25.1) 1.6(12.5) 6.3(50.1)
6 3.0(24.2) 1.6(12.5) 6.2(49.2)
9 1.0(8.2) .8(6.3) 2.6(20.8)
4Magnitude = 0 g/s (1bm/hr).

total system uncertainty, U =

total system precision,

+ (B +2%S).
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Error Type
by 59
b2 52
b3 $3
bg Y}
bs 5§
bg 3
by $7
bg g
bg sg
bjo  s10
b1y SN
by2 $12
b1z 513
b1a sS4

Elemental Error Source Description for Fuel Flow Measurement System

Error Description

Error from the standards lab calibration of the in place
pressure generator or the sensor calibration, including
traceability to national standards

Error from the design and fabrication of the static or total
pressure probe

Error from the design and fabrication of the reference pressure
probe for delta pressure measurements

Error due to changes in transducer calibration with line
pressure for delta pressure sensors

Error from the determination of reference pressure
Error due to sensor hysteresis

Error due to sensor nonlinearity

Error due to sensor nonrepeatability

Error due to the effect of changes in temperature on the
pressure sensor

Error due to the effect of vibration on the pressure sensor

Error due to the effect of changes in 1ine pressure on delta
pressure sensors

Error associated with the abl1ity to determine a representative
value over a specified time interval when the data are varing
due to plant or engine instability

Error from signal conditioning, electrical! calibration, and
digital system

Error from curve fit of calibration data
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TABLE

B-III. - ELEMENTAL ERROR SOURCE EVALUATION FOR PRESSURE MEASUREMENT SYSTEM

[Measured variables, P1, PS1, P2, P7, PS7, PAMB, PBOAT, PSEAL; range, condition 3, 6, 9
at NH = 8875 rpm. ]
Source | Condition Magnitude, kPa (psi) Comments
P1, PS1 P2 P7, PS? PAMB, PBOAT, PSEAL

b1 3,6, 9 0(0) 0(0) 0(0) 0(0) Estimated from specifications

sl 3, 6, 9 .034(.005) | .034(.005) | .172(.025) .034(.005) data for the calibration pres-
sure measurement system

b2 3 .055(.008) (a) (a) (a) inis error applies only to

s2 0(0) static pressure measurement

b? 6 .076(.011) and is due to wall static

s2 0(0) pressure hole size. Design

b2 9 .021(.003) considerations reduce total

s2 0(0) pressure probe errors to
negligible magnitude.

b3 3, 6, 9 (a) (a) (a) (a) Not applicable to NASA Lewis

s3

b4 3, 6, 9 (a) (a) (a) (a) Negligible error; system

s4 calibrated every 20 min by using
three-point calibration pressures
covering the range of test
pressures

b5 3, 6, 9 (a) (a) (a) (a) Negligible error

55

b6 3,6, 9 .055(.008) | .055(.008) | .524(.076) .055(.008) Estimated from system's speci-

56 .028(.004) | .028(.004) | .083(.012) .028(.004) fications data and NASA Lewis
UETP data with the method
described in AEDC-TR-73-5,
section 5.2.2. This is a
combined value accounting for
error source 6, 7, 8, 13, and 14.

b9 3, 6, 9 (a) (a) (a) (a) Negligible error; on-line system

s9 calibration removes environmental
error. This is a combined value
accounting for error source 9,
10, and 11.

b12 3, 6, 9 (a) (a) (a) (a) Negligible error; data averaging

s12 reduce error to negligible
magnitude. Each data point
consists of the average of 20
samples taken at a rate of one
sample every 1.5 sec.

dMagnitude = 0 kPa (psi).
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TABLE B-I1I. - Concluded.

(b) Total errorsb

Error Condition Magnitude, kPa (psi)
Pl PS1 P2 P71 PS7 PAMB, PBOAT, PSEAL
Bias, 3 0.055(.008) {0.078(.011) | 0.055(.008) | 0.524(.076) | 0.524(.076) 0.055(.008)
B 6 .055(.008) .094(.014) .055(.008) .524(.076) .524(.076) .055(.008)
9 .055(.008) .059(.009) .055(.008) .524(.076) .524(.076) .055(.008)
Precision, 3 .044(.006) .044(.006) .044(.006) .191(.028) .191(.028) .044(.006)
6 .044(.006) 044(.006) .044(.006) .191(.028) .191(.028) .044(.006)
9 .044(.006) .044(.006) .044(.006) .191(.028) .191(.028) .044(.006)
Uncertainty, 3 143(.021) 66(.024) 143(.021) .906(.131) .906(.131) .143(.021)
U 5 143(.021) 182(.02¢6) 143¢.02%) L9064.120) .906(.131) J143(.021)
9 143(.021) 47(.022) 143(.021) .906(.131) .906(.131) L143(.021)

bTotal system bias, B = YV (b2)2 + (b6)2 ; total system precision, S =V (s1)Z + (56)2 ;

total system uncertainty, U = +(B + 2 * S).
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Elemental Error Source Description for Temperature Measurement System

Error Type Error Description

by sy Error due to manufacturer specification of wire or standard lab
calibration, which ever is used

b s» Error due to reference temperature level

b3 s3 Error due to reference temperature stabiltty

bg sS4 Error due to probe design caused by radiation, friction, etc.,
when measuring gas temperatures

bg ss Error due to heat conduction

bg Sp Error due to temperature gradients along nonhomogenious
thermocouple wire

b; s3 Error from signal conditioning, millivelt calibration source, and
digital system

bg sg Error from curve fit of thermocouple tables furnished by national
standards laboratory

bg sg Error associated with the ability to determine a representative

value over a specified time interval when the data are varing
because of plant or engine instabiliity
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TABLE B-1V. - ELEMENTAL ERROR SOURCE EVALUATION FOR TEMPERATURE MEASUREMENT SYSTEM
[Measured variables, TAIR, T2, T7, TM1, TM7; range, condition 3, 6, 9 at NH = 8875 rpm.]

(a) Elemental errors

Source Magnitude, K (°F) Comments
TAIR T2 T7
bl 1.11(2.0) [ 1.11(2.0) | 2.17(3.9) | Manufacturer's 1imit of error on special grade K-type
sl 0(0) 0(0) 0(0) thermocouple wire
b2 0.41(.74) | 0.41(.74) | 0.47(.74) | Estimated from specifications data of reference ovens
s2 0(0) 0(0) 0(0)
b3 0(0) 0(0) 0(0) Estimated from specifications data of reference ovens
s3 0.28(.5) [0.28(.5) |0.28(.5)
b4 (a) (a) (a) Recovery correction as estimated from NASA TP1099
s4
b5 (a) (a) (a) Negligible error; probe design considerations reduce
s5 error to negligible magnitude
b6 (a) (a) (a) Negligible error; small gradients
s6
b7 .28(.5) .28(.5) .28(.5) Estimated by using method specified in ref. 3, section
s7 11(.2) L11(.2) L11(.2) 5.3.2.1; this is a combined value accounting for error
7 and 8.
b9 (a) (a), (a) Negligible error; data averaging reduce error to negligible
s9 magnitude. Each data point consists of the average of 20
samples taken at a rate of one sample every 1.5 sec.
(b) Total errorsb
Parameter Error, K (°F)
Total system | Total system| Total system
bias, precision, uncertainty,
B S ]
TAIR 1.2(2.2) .30(.54) 1.8(3.3)
T2 1.2(2.2) .30(.54) 1.8(3.3)
17 2.2(4.0) .30(.54) 2.8(5.1)
™I 1.2(2.2) .30(.54) 1.8(3.3)
™7 2.2(4.0) .30(.54) 2.8(5.1)
qMagnitude = 0 K (°F).

bTota] system bias, B ='VQb1)2 + (b2)2 + (b7)2 ; total system precision S ='v (s3)2 + (s7)2;

total system uncertainty, U

- #(B + 2

* S).
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Elemental Error Source Description for Rotor Speed Measurement System

Error  Type Error Description
b1 sl Standards lab calibration of frequency calibration source,
including traceability to national standards
b2 s2 Error from sensor design (gear-tooth shape, etc.)
b3 s3 Error from rotor mount (gear ratio)
b4 s4 Error due to the effect of vibrations on the speed sensor
b5 s5 Error from signal conditioning, calibration oscillator, and
digital system
b6 s6 Error from calibration curve fit
b7 s7 Error associated with the ability to determine a representative
value over a specified time interval when the data are varing
because of engine instability
TABLE B-V. - ELEMENTAL ERROR SOURCE EVALUATION FOR ROTOR SPEED
MEASUREMENT SYSTEM
[Measured variables, NH, NL; range, 8875 rpm for NH, 5300 rpm
for NL; total system bias, B = 1.2 rpm for NH, (0.8 rpm for NL);
total system precision, S = G rpm for NH and NL; total system
uncertainty, U =B + 2 *S = 1.7 som for NH, (0.8 rpm for NL).]
Source | Magnitude, rpm Comments
b1 0 Internal data system oscillator
s used to periodically check counter
b2 0 Negligible error
52
b3 0 Negligible error
s3
b4 0 Negligible error
s4
b5 1.2 Estimated from data system specifications;
55 0 this is a combined value accounting for error

source 5, 6, and 7. A value of 0.8 rpm was
estimated for NL.
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STANDARDS
CALIBRATION

HIERARCHY
(by-81)

/

< censor ] (B2-52)
«<«—] INSTALLATION
ATIO ROTOR MOUNT ] (P3-53)

TEST CELL
SYSTEM

‘ VIBRATION ] (Py-Sy)

ENVIRONMENTAL

y

DATA SYSTEM ASUREMENT CHANNEL ERROR ] (05-S5)
ACQUISITION

AND «—]_DATA PROCESSING ERROR ] (%6-S6)
PROCESSING X
i~ SAMPLING ERROR 1 (°7-57)

FIGURE B-5. - ELEMENTAL ERROR SOURCE DIAGRAM FOR ROTOR SPEED
MEASUREMENT SYSTEM.

Elemental Error Source Description for Area Measurement System

Error Type Error Description

by $3 Error from the standards laboratory calibration of the precision
instrument used to make the physical measurements

bo So Error due to differences in temperature from area measurement
and testing

TABLE B-VI. - ELEMENTAL ERROR SOURCE EVALUATION FOR
AREA MEASUREMENT SYSTEM

[Measured variable, diameter; range, all conditions.]

Source Magnitude Comments

cm in.

b1 0.0025| .001 | Instrument resolution

s1 .008 .003 | Measurement repeatability
b2 0 0 Temperature effect accounted for in data
52 0 0 reduction program

34




REFERENCES

. Biesiadny, T.; Burkardt, L.; and Braithwaite, W: Uniform Engine Testing
Program, Phase I: NASA Lewis Research Center Participation. NASA TM-82978,
1982.

. Biesiadny, T.J.,et al.: Uniform Engine Testing Program, Phase VII: NASA
Lewis Research Center, Phase VII. NASA TM-87272, 1986.

. Abernathy, R.B.,et al.: Handbook, Uncertainty in Gas Turbine Measurements.
AEDC-TR-73-5, 1973.

. Uniform Engine Testing Program General Test Plan, AGARD Working Group
No. 15, revised June 1983.

35




TABLE 1. - PSL-3 DATA ACQUISITION TIME SUMMARY

Phase 1, scan and data acquisition, msec . 0 to {667
Phase 2, engineering unit conversion, msec . 100 to 150
Phase 3, 1imit checking and recording, msec . 150 to 200
Phase 4, performance calculation, msec . 200 to 600
Phase 5, display formatting, msec . 600 to 700
Phase 6, display formatting, msec . 700 to 750
Phase 7, graphic display, msec . 750 to 850
Phase 8, spare, msec .. .850 to 1000
TABLE II. - PSL-4 DATA ACQUISITION TIME SUMMARY
Phase 1, data scan, acquisition, and transmission, msec 0 to 235
Phase 2, engineering unit conversion, msec . 235 to 285
Phase 3, performance calculation, msec 285 to 625
Phase 4, 1imit checking, msec 625 to 660
Phase 5, history file write, msec . . . . . . . . . . . . . . . . .. 660 to 672
Phase 6, display output, msec 672 to 1070
TABLE III. - DATA ACQUISITION PARAMEILRS
Measured | Total number | Total scanning | Number of scans Number of
variabie of taps period (period per total dwells
per reading), period (scans per
sec per reading) reading
PSL-3 | PSL-4 | PSL-3 | PSL-4 PSL-3 | PSL-4 PSL-3 | PSL-4
FS ay ay 20 30 20 20 ril 1
WF b2 bz 20 1
Pl C4 €4 5 5
PS1 4 4
PAMB 4 4
P2 20 20
P7 36 36
PS7 4 4
TAIR 13 13 20 1
T2 10 10
17 36 36
NH 1 1
NL 1 1 ¢ L Y y
PSEAL 4 4 20 30 5 20 5 1
PBOA1 4 4 5 5
™1 2 2 20 1
™7 4 4 \ 20 1

4Two load cells were used (FM, FP), each load cell consists of two
bridges.
bTwo flow meters were used.
CFour main stream pressures, plus four rakes of seven Pitots for boundary
layer assessment.
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TABLE 1IV.

~ MEASURED VARIABLE ERRORS

Measured variable

Error, percent of nominal value

Name Nominal value Bias Precision Uncertainty
Condition | Unit | PSL-3 | PSL-4 [PSL-3 | PSL-4 |[PSL-3 |PSL-4 |PSL-3 | PSL-4
PS1 3 kPa 72.5 | 72.3 (0.1076 | 0.1079 | 0.0303 { 0.0304 { 0.1683 | 0.1687
6 n.2 0 11.6 | .1320| .1313 | .0309 | .0307 | .1938 | .1927
9 18.2 | 18.5 | .3242 | .3189 | .1209 ] .1189 | .5659 .5568
P1 3 84.0 | 83.2 | .0655]| .0661 .0262 | .0264 | .1179 .1190
6 83.4 | 83.2 | .0659| .0661 .0264 .0264 | .1187 .1190
9 20.8 | 21.0 | .2644 .2619 | .1058 | .1048 | .4760 | .4714
p2 3 83.6 | 83.1 | .0658 | .0662 | .0117{ .0118 | .0892 | .0898
6 83.1 | 82.9 | .0662 | .0663 | .0118 | .0118] .0898 | .0900
9 20.7 | 21.0| .2657 .2619 | .0473 | .0467 | .3604 .3552
PS7 3 140.6 [139.7 | .05M .3751 .0320 | .0684 | .1181 .5118
6 139.7 | 138.4 | .0544 .3786 | .0322 | .0690 | .1188 | .5166
9 35.1 1 35.01 .2165 ! 1.497 L1282 1 .2729 | .4729 | 2.0429
P7 3 152.9 |152.8 | .0497 | .3429 | .0098 | .0208| .0693 | .3846
6 153.0 | 152.3 | .0497 .34 .0098 | .0209 | .0693 | .3858
9 38.6 | 38.5| .1969[1.3610 | .0389 | .0826 | .2746 | 1.5262
PAMB 3 83.2 | 82.6 | .0661 .0666 | .0264 .0266{ .1190 | .1199
6 63.9 | 63.7 | .0861 .0863 | .0344 .0345 ] .1549 .1554
9 15.8 | 16.2 | .3481 .3395 | .1392 | .1358| .6266 | .6111
PSEAL 3 76.7 ] 716.2 .07117 0120 .0287 .0288 1 1291 .1298
6 68.0 68.3 .0809 .0805 .0324 .0322 .1456 . 1449
9 17.3 ¢ 17.7 ] .3179 | .3107 1272 1243 | .5723 | .5593
PBOAT 3 83.2 | 82.6] .0661 .0666 | .0264 L0266 .1190 | .1199
6 63.9 | 63.7 | .0861 .0863 | .0344 L0345 1 .1549 | .1554
9 \j 15.8 16.2 . 3481 .3395 .1392 1358 .6266 L6111
TAIR 3 K 288.9 (288.7 ] .4154 .4157 .0277 .0271 L4708 | .47
6 288.9 | 288.5| .4154 .4159 | .0277 L0277 L4708 | .4714
] 288.9 [ 289.6 | .4154 .4144 .0277 .0276 | .4708 | .4696
T2 3 288.9 | 288.7 | 0.4154 1 0.4157 [ 0.0312 ;0.0312 | 0.4777 | 0.4780
6 288.9 | 288.5| .4154 .4159 L0312 | .0312 | .4771 .4783
9 288.9 | 289.6 | .4154 .4144 .0312 | .0311 A7 .4765
17 3 724.0 | 727.4| .3039 | .3024 .0069 | .0069{ .3177 .3162
6 725.0 | 718.4 | .3034 .3062 | .0069 .0070 | .3172| .3202
9 ] 805.0 | 801.2| .2733) .2746 | .0062 | .0062 | .2857 .28M
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TABLE IV. - Concluded.
Measured variable Error, percent of nominal value

Name Nominal value Bias Precision Uncertainty
Condition { Unit PSL-3 PSL-4 PSL-3 PSIL-4 PSL-3 PSL-4 PSL-3 PSL-4

™1 3 K 295.3 291.5 10.4064 (0.4117 10.0718 |0.0727 |0.5499 [0.55M
6 287.9 287.5 .4168 .4174 .0736 .0737 .5641 .5649
9 287.9 289.5 .4168 L4145 .0736 .0732 L5641 .5610
™7 3 669.7 672.9 .3285 .3269 .0224 .0223 .3733 L3715
6 670.8 667.0 .3280 .3298 .0224 .0225 L3727 .3748

9 690.2 682.8 .3187 .3222 .0217 .0220 .3622 .3661

WF 3 q/s 547 551 .6216 .5626 .2925 .2904 | 1.2066 11.1434
6 g/s 561 556 .6239 .5396 .2852 .2878 |1.1943 [1.1152

9 g/s 164 163 .6098 .6135 .4878 .4908 }1.5854 [1.595]1

FS 3 N 21 285 21 110 .3467 .3240 1151 .1894 . 6981 . 1029
6 N 18 750 (18 200 .3936 .3769 L1995 .2269 .7925 .8308
9 N 4 713 4 751 1.5462 |1.4421 . 1836 .7463 [3.1133 [2.9346

A 3,6,9 m2 31N .31 .0073 .0073 .0221 .0221 .0514 |0.0514
A8 3,6,9 .2376 .2376 .0092 .0092 .0271 L0271 .0646 .0646
ASEAL| 3,6,9 .0335 .0335 L1191 L1191 .3592 .3592 | .83175 L8175
ABOAT 3,6,9 \J 715 15 .0211 .02n .0632 .0632 L1475 L1475
NL 3 rpm 5 252 5 249 .0152 .0152 0 0 .0152 .0152
6 5 335 53N .0150 L0151 .0150 .015%

9 5 402 5 373 .0148 .0149 .0148 .0149

NH 3 8 874 8 884 .0135 .0135% .013% .0135
) 8 874 8 887 .0135 .0135 .0135 .0135
9 \ 8 862 | 8 B72 .0135 | .0135 .0135 | .0135
LHV 3,6,9 J/N 43 234 43 234 .1180 .1180 .0680 .0680 .2540 .2540
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TABLE V. - INFLUENCE COEFFICIENTS2

Measured variables Performance parameter influence coefficients, percent/percent
Name |Test Test WAl FN SFC WATRD FNRD SFCRD WFRD co8 CG8 cve 1702 P7G2 PS1Q2 NHRO
cell condition
PS1 3 3 -2.11 -0.697 +0.703 -2.119 -0.815 | +0.822 0 -2.706 -0.809 1.945 0 0 0 o
4 3 -2.853 - LI + 736 -2.844 .B70 | + .87 -2.841 - .862 2.038
3 6 -2.414 + .393 - .396 -2.424 + .392 | - .394 -2.413 - .612 1.846
4 6 -2.596 + .372 - 374 -2.399 + .390 | - .373 -2.593 - .699 1.946
3 9 -3.013 + 465 - .465 -3.0m + 447 | - 454 -3.005 - .M 2.368
4 9 -3.124 + .467 - .466 -3.124 + 484 | . .483 -3.1186 - .742 2.453
P1 3 3 3.568 2.086 -2.042 3.562 2.177 | -2.130 0 3.565 2.165 -1.351 0 0 0 0
4 3 3.696 2.150 -2.103 3.699 2.260 | -2.209 3.688 2.244 -1.395
3 6 3.305% .834 - .83 3.293 .835 | - .835 3.293 1.715 -1.527
4 6 3.470 .959 - .949 3.474 .965 | - .957 3.462 1.864 -1.544
3 9 3.847 .805 - .192 3.852 .813 | - .813 3.841 1.833 -1.933
4 9 3.953 .836 | - .837 3.949 .831 | - .820 3.945 1.887 | -1.977
P2 3 3 -~ .009 | -4.724 4.960 | - .996 | -1.801 .824 | - .989 | - .005 | - .003 .002 0 |- .999 |- .993 0
4 3 .000 | -4.367 4.567 | - .990 | -1.794 .819 | - .990 .000 .000 .000 - .990 |- .988
3 6 .000 | -1.015 1.024 | - .999 | -1.784 .806 | - .990 | - .006 | - .003 .002 - .993 |- .987
4 [ .000 -1.021 1.026 - .989 -1.795 1.007 - .992 .000 .000 .000 - .990 |- .988
3 9 .007 - .92 .930 - .995 -1.752 L7119 - .994 - .006 - .004 .003 - .991 |- .998
4 9 .000 - .944 .94 - .99 -1.762 . 185 - .993 .000 .000 .000 - .986 |- .988
PS? 3 3 0 0 0 0 0 0 0 0 0 0 0 .999 0 0
4 3 .999
3 6 1.010
L] 6 1.000
3 9 1.003
4 9 L ¢ ¢ ¢ ¢ 1.000 ¢ }
P7 3 3 0 0 0 0 0 0 0 -1.023 -1.749 - .132 0 0 1.000 0
4 3 -1.003 -1.729 - 124 .995
3 6 -1.000 -1.467 - A .998
4 6 -1.000 -1.472 - .47 1.001
3 9 -1.002 -7.460 - .46 .996
4 9 v -1.002 | -1.478 | - .48 v 1.003
PAMB 3 3 0 -2.770 -2.850 0 -1.0M 1.061 [ .023 -1.082 -1.110 0 0 0 0
4 3 -2.410 -2.410 -1.065 1.055 .013 -1.097 -1.110
3 [ - .824 .831 -1.057 1.065 .000 - 704 .104
4 6 - .845 .853 -1.072 1.081 .000 - .2 - .Nn3
3 9 - .84 .852 -1.010 1.044 .000 - .693 - .692
4 9 ~ .872 .872 A =1.032 1.044 .000 - 112 - .m
PSEAL| 3 3 0 .036 - .03% 0 .033 | - .033 0 0 .033 .033 0 0 0 0
q 3 .037 - 035 .033 | - .033 .033 .033
3 6 .055 - .058 .058 | - .058 .037 .036
4 6 L0517 - .057 .05% | - .057 .038 L0317
3 9 .063 | - .052 .054 | - .060 .037 .038
4 ] .054 - .060 .064 | - .060 .038 .039
PBOAT| 3 3 0 .613 - .608 0 519 | - 577 0 0 .518 571 o] 0 0 0
4 3 .613 - .609 5711 | - 574 .575 .574
3 6 5N - .569 57 - .576 .367 .367
1 b .581 - L5715 .581 - .58 3N 37
3 9 .545 - .542 545 | - .514 L3617 .360 L
4 9 5517 - .561 .566 | - .56 Y L3172 L3711 Y
1AIR 3 3 - . 499 03 - .03 - 502 0 0 0 - L4986 0 .499 0 0 0
4 3 - .502 .035 - .034 - 495 0 0 - 496 .00 .499
3 6 - .493 L2719 - .280 - .504 21 | - 278 - .496 00 .499
4 6 - .498 .282 - .218 - .490 .282 | - .287 - .495 .00 .499
3 9 - 497 .259 - .249 - .493 .250 | - .265 - .495 .001 .499
4 9 - .497 .252 - .259 - .499 .256 | - .258 - 496 .00 .497 J

dfor all test conditions and test cells, measured variables ABDAT, NL, NH, AND LHV had influence coefficients of zero except for the following
performance parameters: NL = 1.0 for NLR; NH = 1.0 for NHRD; LHV = 1.0 for SFCRD and WFRD.
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TABLE V. - Concluded.

- |
Measured variables performance parameter influence coefficients, percent/percent
Name |Test Test WA1 N { SFC WATRD FNRD SFCRD WFRD cos CG8 cve 17Q2 P7Q2 PSTQ2 NHRD NLR
cell condition
12 3 3 0.000 | -0.027 0.026 0.502 0.004 |-0.500 | -0.495| 0.007 | 0.003 | -0.004 |.0.990 0 0 |[-0.496 | -0.495
4 3 .000 - .035 .034 .504 0.000 - .497 - .496 0.000 0.000 0.000 - .988 - 497 - .498
3 6 .009 - .276 .210 .504 L2175 - 22 - .497 .007 .005 - .003 - .993 - .496 - .497
4 6 .000 - .284 .278 .498 - .280 - .220 - .497 0.000 0.000 0.000 - .987 - .497 - .498
3 9 .007 - .250 .258 .508 - .259% ~ .240 - .497 .008 .004 - .004 .99 - .497 - .496
4 9 .000 - .26 .250 495 - .256 - .242 - .496 0.000 0.000 0.000 - .990 L - .496 - .496
17 3 3 0 0 0 0 0 0 .522 .01 | - .509 1.002 0 0 0 0
4 3 ! .522 | .013 |- .507 | 1.001
3 6 .522 .010 | - .509 1.000
4 6 .522 .010 - .509 1.003
3 9 .526 .012 - 5N .998
4 9 525 .01 |- .511 | 1.000 v
ALY 3 3 .009 002 - .00 .009 .002 1 - .00 0 .00 .00 | - .00 0 0 0 0 0
4 3 .009 .002 |- .001 .009 002 |- .00 .010 .002 | - .008
3 6 .009 .600 .000 .009 .000 .000 .009 .004 | - .006
4 6 .009 .000 .000 .009 .002 .000 .009 .004 | - .006
3 9 .007 .000 .000 .0M .000 .000 .009 .003 |- .006
4 9 .0 .000 .000 .007 .000 - .009 .009 .003 - .006
™7 3 3 0 0 0 0 0 0 -0.015 | -0.016 0 0 0 0 0
4 3 - .016 |- .015 T
3 6 - .06 |-~ .015
4 6 - .06 | - .015
3 9 - .06 - .017?
4 9 ¥ - 016 |- .016
WF 3 3 0 0 1.000 0 0 1.000 1.009 012 0 - . 0 0 0 0 0
4 3 .999 .999 1.002 .012 .002 - .on
3 6 .995 .998 .999 .on .o - .o
4 b .997 .995 .999 .012 .002 - .0
3 9 1.007 1.001 1.002 .016 .00 - .013
4 9 .993 .992 1.001 .015 000 |- .03 J
FS 3 3 [ N5 - .906 0 .867 - .859 4] 0 .862 .858 0 0 0 | 0 g
4 3 .918 - 909 .863 - .855 .839 .858
3 6 978 - .975 .980 - .969 .628 .627
4 [ .968 - .958 .970 - .967 .619 .619
3 9 857 - .947 .956 - .950 .633 .634
4 9 962 - .958 .968 - .958 .637 .638 v
Al 3 3 .999 .09¢9 - .099 .996 .152 - 15 0 .998 .148 - .84 [} ] 0 0
4 3 .996 .096 - .096 .999 .155 - .155 .154 - .837 ?
3 6 1.004 .009 - .010 .999 .012 - .010 .364 - 627
4 6 1.005 019 - .019 1.006 o2 - .09 L3713 - .619
3 9 .998 .027 - .026 1.002 .027 - .026 .355 - 636
4 9 1.001 .018 - .026 .998 .027 - .026 .353 - .639
A8 3 3 0 0 0 -0.004 0.004 0 -0.999 | -0.991 0.0m1 0 0 0 0
4 3 - .005 .005 - .998 | - .989 .00
3 6 .000 .000 -1.000 | - .990 .00
4 6 .000 .000 -1.000| - .989 .00
3 9 - .009 - .009 -1.002¢ - .990 .013
4 9 ¢ - .009 |- .009 -1.002 | - .990 012
ASEAL! 3 3 0 - .013 .013 0 - .013 .013 0 0 - .04 - .013 0 0 0 0 0
L) 3 - .014 .04 - 013 013 - .03 - .013
3 6 + .009 - .09 + 012 - .01¢ + .007 .007
4 6 + .012 - .009 + 012 - .019 + .008 .008
3 9 + .018 - .009 + .009 - 017 + .00¢ .010
4 9 + .009 - .07 + .018 - .07 + .008 .029
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TABLE VI. - PERFORMANCE PARAMETER ERRORS?

Performance parameter Error, percent of reading
Name | Test Test Bias | Precision | Uncertainty
cell condition
WA1 3 3 0.43 0.13 0.68
4 3 .45 .13 A
3 6 .44 .12 .67
4 6 .46 .12 A
3 9 1.43 .55 2.52
4 9 1.45 .56 2.51
FN 3 3 .51 .19 .90
4 3 .48 .20 .88
3 6 .44 .20 .84
4 6 .42 .22 .87
3 9 1.57 1 3.1
4 9 1.48 .14 2.96
SFC 3 3 .81 .35 1.51
4 3 .14 .35 1.45
3 6 .76 .35 1.45
4 6 .68 .36 1.41
3 9 1.67 .91 3.49
4 9 1.60 .88 3.37
WATRD 3 3 .48 .13 .74
4 3 .49 .13 .76
3 6 .49 .12 .13
4 6 .49 2 .73
3 9 1.47 .55 2.56
4 9 1.49 .56 2.61
FNRD 3 3 .37 A7 N
4 3 .36 .18 .12
3 6 .45 .20 .86
4 6 .44 .23 .89
3 9 1.63 .18 3.18
4 9 1.55 .15 3.06
SFCRD 3 3 .15 .34 1.44
4 3 .10 .35 1.39
3 6 .17 .35 1.48
4 6 .68 .37 1.42
3 9 1.69 .91 3.51
4 9 1.61 .89 3.39

dperformance parameters NHRD and NLRD shared bias,
precision, and uncertainty errors of 0.21, 0.02,
and 0.24 percent of readings for all conditions
and cells.
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TABLE VI.

- Concluded.

Performance parameter

Error, percent of reading

Name | Test Test Bias |Precision | Uncertainty
cell condition
WFRD 3 3 0.67 0.30 1.28
4 3 .62 .30 1.21
3 6 .67 .29 1.26
4 6 .59 .30 1.19
3 9 .1 .50 1.70
4 9 .1 .50 1.70
cos 3 3 .46 A3 .72
4 3 .58 .14 .86
3 6 .47 .12 .1
4 6 .60 .13 .85
3 9 1.44 .55 2.54
4 9 1.99 .56 3.12
CG8 3 3 .36 7 .70
4 3 .68 .18 1.04
3 6 .30 4 .58
4 6 .58 .16 .90
3 9 1.18 .55 2.29
4 9 2.29 .55 3.39
cvs 3 3 .46 A7 .81
4 3 .52 .18 .89
3 6 .45 A5 .74
4 6 .48 .16 .80
3 9 1.40 .62 2.64
4 9 1.51 .61 2.73
T7Q2 3 3 .51 .03 .58
4 3 .57
3 6 l .58
4 6 .58
3 9 .49 .56
4 9 .49 .56
P7Q2 3 3 .08 .02 1
4 3 .35 .02 .39
3 6 .08 .02 N
4 6 .35 .02 .40
3 9 .33 .06 .45
4 9 1.39 .09 1.58
PS7Q2 3 3 .08 .03 .15
4 3 .38 .07 .52
3 6 .09 .03 a5
4 6 .38 .07 .52
3 9 .34 4 .62
4 9 1.52 .28 2.07
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